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Thermal properties of plasma exposed carbon and heat
flux calculations on a spatial scale of a few microns
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Abstract

Heat flux calculations on the basis of surface temperatures measured thermographically are used at different tokam-

aks. The spatial resolution of the temperature measurement is in the order of a few millimetres to cope with the expected

heat flux gradients. The reliability of the calculated heat flux depends on the degree of agreement between the numerical

model and the real situation. This paper discusses effects which alter the measured surface temperature and have to be

considered in the heat flux calculation. An inhomogeneous temperature distribution in the field of view of a single detec-

tor results in a temperature measuring error which is highest (10%) for a hot component below 50% filling ratio. The

limits for the applicability of analytical solutions of the heat flux equation are discussed. Finally, the variation of ther-

mal properties of fine grain graphite and carbon fibre composite on a spatial scale of a few microns, based on exper-

iments presented in [A. Herrmann, M. Bohmeyer, et al., Phys. Scr. T 111 (2004) 98], is presented.
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1. Introduction

Infrared (ir) emission from plasma exposed carbon

materials (fine grain graphite (FGG) and carbon fibre

composite (CFC)) is used to measure the temperature

of in-vessel components in fusion devices. The heat flux

is then calculated from the measured temporal evolution

of the surface temperature by numerical codes solving

the inverse heat conduction problem. The reliability of

the resulting heat flux depends on the agreement be-

tween the adapted model for heat flux calculation and

the real situation. Two main effects have to be consid-
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ered. (i) The temperature distribution at the surface im-

aged to a single detector element is not uniform because

of heat flux profiles with scale lengths in the order of the

pixel image size or from inhomogeneous thermal proper-

ties. The measured photon flux is then a mixture of these

different temperature components. (ii) The thermal

properties of the photon emitting surface are uniform

but different from the thermal properties assumed for

the calculation. This might be caused by surface modifi-

cations due to ion implantation or layer deposition.

How to consider layer effects in the heat flux calcula-

tion model depends on the heat capacity of the layer and

its thermal contact to the bulk material. A layer with

good thermal contact and a stationary temperature dis-

tribution can be considered by a heat transmission edge

condition, qs = aDT, with the heat transmission coeffi-

cient a = j/d. The stationary temperature of a layer with
ed.
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bad heat contact is determined by the ratio of heating to

radiated power. The heat capacity of the layer affects the

temporal evolution of the surface temperature and

might introduce a second time scale in the measurement,

if the time to establish a stationary temperature profile is

long compared to the time between two consecutive

measurements. The 2D heat flux code THEODOR

[3,4] used for heat flux calculations at ASDEX Upgrade,

JET [2] and MAST makes use of such a heat transition

edge condition at the plasma facing and the rear side of

a thick target.

This edge condition also mitigates effects of an inho-

mogeneous temperature distribution on a sub-pixel scale

which causes an overestimation of the averaged bulk

temperature, as will be shown in Section 2, similar to a

thin layer on top of the material. The validation of this

assumption of a heat transmission edge condition to-

gether with the different temporal behaviour of the sur-

face temperature measured in fusion devices on FGG

and CFC, was the motivation to investigate the temper-

ature distribution and thermal properties on a few micro

meter spatial scale by laser experiments [1,5]. Based on

these experiments the consequences of a spatial structure

for heat flux calculation and material characterisation

are discussed in this paper. The outline is as follows.

The error for the temperature measurement due to a

spatial variation as input for the heat flux calculation

is discussed in Section 2. Section 3 discusses the applica-

bility of simple analytical solutions and consequences

for heat flux calculation qualitatively. The application

to the measurements is presented in Section 4. Finally,

the results are summarized.
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Fig. 1. Error of the measured temperature, Tm, compared to

the mean temperature, Tav, for a center wavelength of 4.7lm.
The equilibrium temperature is assumed to be Teq = 300K. The

error is zero for all RT and A1 = 0, as well as RT = 1 and all RA.
2. Temperature error due to a structured target

The typical spatial resolution of ir-systems used at

tokamaks is matched to the expected spatial variation

of the heat flux in the field of view. Systems with a spa-

tial resolution of a few millimetres are used, e.g. at

ASDEX Upgrade [4] and at JET [6] with heat flux

e-folding lengths of a few centimeters at the divertor tar-

get. In contrast, the spatial structure of the used target

material CFC and FGG, respectively, has smaller

dimensions than the spatial resolution of the ir-systems,

with the consequence that those low resolution systems

measure a mixture of photons originating from different

temperatures in the field of view of a single pixel (detec-

tor element). The resulting spectral distribution is inves-

tigated in the near-infrared region [7–9] and correlated

with surface layers [10,11]. The temperature derived

from the measured photon flux is different from the tem-

perature averaged over the field of view of a single detec-

tor, which has to be used for heat flux calculation.

To estimate the resulting error for temperature and

heat flux measurements analytically, a two component
system is assumed. The photon flux received by the

detector is the sum of two contributions, one from the

sub-area A1 at temperature Th, and the other part from

the area A0 � A1 at temperature Tl. The measured pho-

ton flux is then interpreted as originating from a homo-

geneous temperature [1], resulting in a value for the

measured temperature that is not the mean value of

the temperature in the field of view (mean temperature).

This is shown in Fig. 1 as the temperature error resulting

from a difference of the mean temperature of the emit-

ting area (Tav = ((A0 � A1) · T0 + A1 · T1)/A0) and the

temperature calculated from the sum of the emitted pho-

ton flux for different area ratios (RA = A1/A0) and tem-

perature ratios (RT = DTh/DTl). It is assumed that both

components are in equilibrium below a temperature

Teq, the starting temperature of the heating. For all

parameter sets the measured temperature is higher than

the mean temperature, expressing the strong increase of

the photon flux with temperature. The decrease at higher

temperatures is due to the smoother change of the pho-

ton flux with temperature and consequently a reduced

high temperature contribution. The maximum discrep-

ancy is found at an area ratio below 0.5, where the high

temperature component contributes less to the mean

temperature but a lot of photons to the measured tem-

perature. An area ratio above 0.5 means a dominating

contribution of the high temperature component which

results in a reduction of the temperature ratio. The error

for the worst case (30% of the area is by a factor 2.5

overheated) is below 10% with a maximum near to the

start temperature and decreases to a few percent at tem-

peratures above 1000K. The temperature of the compo-

nents can be calculated by a one step iteration, if the

area and the temperature ratio is known, e.g. from spa-

tially high resolved infrared measurements or from

material data.
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3. Heat flux calculation

The geometry and the temperature dependence of the

thermal properties of the materials used in fusion devices

requires the numerical solution of the heat conduction

equation in two or more dimensions. Analytical solu-

tions are available only for special geometries, but they

are very useful for a qualitative discussion and they

are applicable for quantitative calculations, as long as

the restrictions assumed to derive the solution, are con-

sidered. In the following, the 1D solution of the heat

conduction in semi-infinite slab geometry without source

terms and a constant heat flux, qs, during a time period

0 6 t 6 t1 is considered. The resulting surface tempera-

ture increase for a material with a thermal effusivity

b ¼ ffiffiffiffiffiffiffiffiffiffi

jqcp
p

is given by

DT s ¼
2
ffiffiffi

p
p qs

b
f ðtÞ ð1Þ

with f(t) the time dependence for heating,
ffiffi

t
p

, or cooling,
ffiffi

t
p

� ffiffiffiffiffiffiffiffiffiffiffi

t � t1
p

, respectively. This solution holds also for

finite target thickness for times shorter than the heat

transfer time, st, through a target of thickness d with a

heat diffusivity a = j/qcp:

st ¼
d2

8:5a
ð2Þ

and for a 2D dimensional surface load, as long as the

heat flux into the depth of the material is much larger

than the lateral one. The temperature gradient into the

depth is given by: qs ¼ �j oT s
ox during the heating phase,

whereas the heat flux in y direction can be estimated from

the temperature variation along the surface oTs/oy. A

gaussiantemperaturedistributionwithstandarddeviation

sigma,ry, results inagradientofoT s=oy ¼ y
r2y
T sðyÞ. Taking

the figures of the laser experiments (ry = 1.5mm,

Tmax = 600K, qs = 70MW/m2, j = 70W/(mK)), the gra-

dient into the depth becomes 1 · 106K/m and the maxi-

mum lateral gradient at T(r), 4 · 105K/m, which is lower
than the gradient into the depth, i.e. the 1D solution of

the heat flux equation is applicable for quantitative

estimation.

From Eq. (1) it follows that if a structured material

with different thermal properties of the components is

loaded with a homogeneous heat flux, the resulting tem-

perature pattern at a given point in time during the heat

load or the cool down phase (Eq. (1)) reflects the thermal

properties of the material if no layer affects the measured

surface temperature:

b ¼ 2
ffiffiffi

p
p qs

DT s

f ðtÞ: ð3Þ

The separation of heat conductivity and heat capac-

ity is not possible by measuring the surface temperature

and using the 1D solution for a semi-infinite target

alone. It requires additional information, such as broad-
ening of the profile or some indepth information, e.g. the

heat penetration time st (Eq. (2)). The penetration time

can be estimated for a thin target from the deviation

of the surface temperature from the square-root like

time behaviour. The graphite targets used for the laser

beam experiments are thick (20mm) compared to the

laser pulse length of 4ms with a penetration depth of

ds � 1.2mm.
4. Material parameters on a spatial scale of a few microns

Virgin and plasma exposed CFC as well as virgin

FGG was exposed to high heat fluxes from a welding

laser with up to 10J energy per pulse and pulse periods

of 10Hz. The resulting temperature pattern was moni-

tored with a fast 2D ir-camera. Details of the experiment

can be found in [1,5]. The measurements are used in the

following to derive the heat flux profile of the laser

beam, the pattern of the thermal properties and the heat

transmission coefficient.

The heat flux profile is deduced from the 2D heat flux

calculation, taking into account a heat transmission

coefficient at the top. It can be fitted by a gaussian dis-

tribution with a standard deviation of 1.6mm in vertical

direction and 1.8mm in horizontal direction and a

maximum heat flux of 70MW/m2. The total energy

deposited during a single laser pulse to the target as

calculated from these profiles is 7J. This is in good

agreement with the laser data of 10J if a reflectivity of

30% at the carbon surface at a wavelength of 1lm and

transmission losses in the fibre optics are taken into

account.

This heat flux distribution is then used to get the nor-

malised thermal property patterns from the temperature

distribution during the cool down phase (Eq. (3)), where

the heat transmission at the top is negligible (Figs. 2 and

3). The variation of this pattern is about ±10% for FGG

and is dominated by normalization and alignment errors

rather than by the material properties of FGG. The 2D

CFC material with its intrinsic structure show a pro-

nounced thermal property pattern during and immedi-

ately after the end of the laser pulse. Later in time, the

thermal property pattern is strongly reduced and only

a few hot spots remain (Fig. 4, �isolated� fibre). They
are interpreted as fibres with bad heat contact to the sur-

rounding graphite filler as reported from mechanical and

thermal loaded CFC ([12,13]). If these hot spots are

really carbon fibres it should be concluded, that all the

other hot spots are also fibres. The temperature evolu-

tion for typical CFC components – fibre, �isolated� fibre,
and filler – are shown in Fig. 4 and compared to FGG.

The lowest temperature increase of CFC is comparable

to FGG. The temperature decay is faster than for

FGG, due to a better heat conductivity in the bulk.

This holds even for the �isolated� fibre. The higher



Fig. 3. Pattern of the thermal effusivity of CFC as measured

during the cool down phase. The position of the time traces

shown in Fig. 4 are marked.
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Fig. 4. Temperature evolution for different positions at the

CFC target, as marked in Fig. 3, and FGG. For comparision

the expected (1D solution) surface temperature evolution for

FGG is shown. The strong increase at the beginning of the

heating is attributed to a layer described by a heat transmission

factor alpha.

Fig. 2. Pattern of the thermal effusivity of virgin FGG as

measured during the cool down phase.
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temperature of CFC components might be due to a finite

length of the fibre which results in a linear temperature

increase for time points longer than the heat penetration

time. To be semi-infinite, the fibres should be longer

than 1mm (Eq. (2), a = 2 · 10�4m2/s). The strong in-

crease of the CFC temperature points to damage in

the top layer of the CFC material due to the machining

rather than to plasma impact, because the virgin CFC

shows the same behaviour [1]. This did not alter the

macroscopic depth averaged heat conductivity of CFC

material as seen from the fast temperature decay (Fig.

4) compared to FGG. The temperature behaviour of

the CFC components can not be described by a 1D solu-

tion. Nevertheless, the comparison of the expected tem-

perature variation according to Eq. (1) and the
measured one show for both materials, FGG and

CFC, a layer like behaviour expressed as a temperature

jump at the start of the heat pulse (Fig. 4). The heat

transmission coefficient deduced from the temperature

jump is 300kW/m2/K and 150kW/m2/K for FGG and

CFC respectively. The heat flux was calculated with

these input parameters for THEODOR.
5. Summary

Surface effects on thermographic measurements as

observed in many tokamaks and in the laboratory

results in a measured surface temperature which is high-

er than the temperature expected from macroscopic

material data. These effects are considered by a special

heat transmission edge condition in the heat flux code

THEODOR. The microscopic structure of the surface

temperature pattern is investigated in laboratory exper-

iments. Virgin FGG shows no pronounced structure of

the material data, but nonetheless a layer effect which

can be modelled by a heat transmission coefficient.

The temperature behaviour of CFC is much more com-

plicated and requires a 2D description. In principle, the

structure of the material can be parametrized in labo-

ratory experiments or by spectroscopic temperature

measurements. The effect of a surface temperature vari-

ation on the error of the measured temperature has been

estimated by a two component model. It is higher than

the mean temperature by up to 10% (Fig. 1). The over-

estimation of the bulk temperature means that thermog-

raphy is in a certain sense a �safe� diagnostic for machine
protection, but might reduce the operating range more

than necessary.
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